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• Variations

• Optimization, In-process Control & 

Statistical Process Control

• Statistical Process Control

Outline
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Manufacturing Outcome

Falling balls hit 
these pins and go 
either left or right

Ball part way 
through row of pins
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Variation: Common and 
Special Causes
Pieces vary from each other:

But they form a pattern that, if stable, is called a distribution:

Size Size Size Size

Size Size Size
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Common and Special Causes 
(cont’d)

Distributions can differ in…

Size

Location

Size

Spread

Size

Shape

…or any combination of these
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Common and Special Causes 
(cont’d)

Size

If only common causes of variation are present, 
the output of a process forms a distribution that is 

stable over time and is predictable:

Prediction
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Common and Special Causes 
(cont’d)

Size

If special causes of variation are present, the 
process output is not stable over time and is not 

predictable:

Prediction



8

Process Control Schemes

Process
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1. Detect disturbances 
(special causes)

2. Take corrective actions

Statistical Process Control
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Variations
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Process Control

Size

Out of Control
(Special causes present)

In Control
(Special causes eliminated)
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Central Limit Theorem

• A large number of independent 
events have a continuous probability 
density function that is normal in 
shape.

• Averaging more samples increases 
the precision of the estimate of the 
average.
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Sampling and 
Histogram Creation
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Wheel of Fortune: Equal 
probability of outcome 1-10, 

P=0.1

Taking 100 random 
samples, the 

resulting histogram 
would look like this
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Sampling and Histogram 
Creation (cont’d)
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Wheel of Fortune: Equal 
probability of outcome 1-10, 

P=0.1 Take 10 random samples, 
calculate their average, and 

repeat 100 times, the 
resulting histogram would 

resemble 0
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Take 10 random samples, 
calculate their average, and 
repeat ∞ times, the resulting 
histogram would approach 
the continuous distribution 
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Uniform Distributions
Underlying Distribution
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Normal Distribution
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Shewhart Control Chart

• Upper Control Limit (UCL), Lower 
Control Limit (LCL)

• Subgroup size (5 < n < 20)
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Easier to Detect?

Not precise Precise

Not accurate

Accurate
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Normal Distribution
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Setting the Limits
Idea: Points outside the limits will signal that something is wrong- 
an assignable cause.  We want limits set so that assignable causes 
are highlighted, but few random causes are highlighted 
accidentally.

Convention for Control Charts:

• Upper control limit (UCL) =  + 3σsg

• Lower control limit (LCL) = - 3σsg

(Where σsg represents the standard deviation of a subgroup of samples)

x

x
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Setting the Limits (cont’d)

Convention for Control Charts (cont’d):

σsub group = σsg ≠ σprocess

σsubgroup = σprocess/√n

UCL =    + 3σprocess/√n

LCL =    - 3σprocess/√n

 As n increases, the UCL and LCL move closer to the center line, 
making the control chart more sensitive to shifts in the mean.

x

x
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Run Chart

0.990

0.995

1.000

1.005

1.010

0 10 20 30 40 50 60 70 80 90 100
Run number

D
ia

m
et

er

Run chart based on 100 observations

Upper specification limit

Lower specification limit

Step disturbance



23

Shewhart Chart
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Statistical Process Control

1. Collection:
• Gather data and plot on chart.

2. Control:
• Calculate control limits from process data, using simple formulae.
• Identify special causes of variation; take local actions to correct.

3. Capability:
• Quantify common cause variation; take action on the system.

 These three phases are repeated for continuing process improvement.

Lower control limit

Upper control limit

Process average

0 10 20 30 40 50 60 70 80 90 100

Run numberTime
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Benefits of Control Charts
Properly used, control charts can:
• Be used by operators for ongoing control of a process
• Help the process perform consistently, predictably for 

higher quality, lower cost and higher effective 
capacity

• Provide a common language for discussing process 
performance

• Distinguish special from common causes of variation; 
as a guide to local or management action
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Improving Process Capability

• To improve the chronic performance of the 
process, concentrate on the common causes 
that affect all periods.  These will usually require 
management action on the system to correct.

• Chart and analyze the revised process:
– Confirm the effectiveness of the system by continued 

monitoring of the Control Chart
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Process Capability

Upper specification limit

Lower specification limit

Size

In Control and Capable
(Variation from common cause reduced)

In Control but not Capable
(Variation from common causes excessive)
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A Tale of Two Factories

Tokyo

San 
Diego

TT-5 T+5

A B C DBCD

TT-5 T+5

Quality
Loss $100

Color
Density



MIT OpenCourseWare 
https://ocw.mit.edu

2.008 Design and Manufacturing II
Spring 2025

For information about citing these materials or our Terms of Use, visit: https://ocw.mit.edu/terms.


	2.008
	Outline
	Manufacturing Outcome�
	Variation: Common and Special Causes
	Common and Special Causes (cont’d)
	Common and Special Causes (cont’d)
	Common and Special Causes (cont’d)
	Slide Number 8
	Statistical Process Control
	Slide Number 10
	Process Control
	Central Limit Theorem
	Sampling and �Histogram Creation
	Sampling and Histogram Creation (cont’d)
	Uniform Distributions
	Normal Distribution
	Shewhart Control Chart
	Easier to Detect?
	Normal Distribution
	Setting the Limits
	Setting the Limits (cont’d)
	Run Chart
	Shewhart Chart
	Statistical Process Control
	Benefits of Control Charts
	Improving Process Capability
	Process Capability
	Slide Number 28
	cover3.pdf
	Blank Page




