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Problem 3

We are given an existing central composite design with 5 center point replicates, for
two factors x1 and x2, with output y. This gives a total of four full factorial points (which
are not replicated), four axial points (also not replicated), and 5 replicated center points.
We will analyze this design using linear regression in JMP.

Part a.
First, we construct a first order model with intercept and first order terms only:
y=Bs+Bix + pyx,
We examine this in an ANOVA framework, as well as look at the values and significance
of the coefficient estimates. Running JMP’s “fit model” routines with y as the output, and
xI and x2 terms included, produces the following:

Summary of Fit

RSquare 0.358311

RSquare Adj 0.229973

Root Mean Square Error 2.584949

Mean of Response 1.838462

Observations {(or Sum Wgts) 13

Analysis of Variance

Source DF Sum of Squares Mean Square F Ratio

Model! 2 3731115 18.6556 2.7919

Error 10 66.81962 6.6820 Prob > F

C. Total 12 104.13077 0.1088

Lack Of Fit

Source DF Sum of Squares Mean Square F Ratio

Lack Of Fit 6 66.467615 11.0779 125.8856

Pure Error 4 0.352000 0.0880 Prob > F

Total Error 10 66.819615 0.0002
Max RSq

0.9966

Parameter Estimates

Term Estimate Std Error t Ratio Prob>It!

Intercept 1.8384618 0.716936 2.56 0.0282

x1 0.9471221 0.913918 1.04 0.3245

x2 -1.94084 0.913918 -2.12 0.0597

Effect Tests

Source Nparm DF Sum of Squares F Ratio Prob > F

x1 1 1 7.176315 1.0740 0.3245

x2 1 1 30.134839 4.5099 0.0597

We see that the model is only marginally significant, with the probability of observing
the F ratio of 2.7919 equal to 0.1088. Looking at the parameter estimates, we see that the
intercept appears significant (Prob>Itl is 0.0282), and x2 looks significant. The factor x/
does not appear to be significant, with t ratio probability of 0.3245. The overall R? for
this fit is not very good: 0.358 (with adjusted R? of 0.23). This poor fit is begging for
some further investigation, which we do in part b.

Part b.

First, we look for any evidence of lack of fit. The JMP analysis nicely separates out
the pure error (from the replicate information) from the total error, allowing us to see how
much error we can attribute to lack of fit. In this case, it is quite large: the F ratio for
evaluating the significance of the lack of fit mean square is huge 125.8856. The



probability of observing this by chance is small: 0.0002. We can say with substantial
confidence that our model suffers from a lack of fit.

The next step is to investigate the residuals. Plots of the whole model, followed by

residuals versus the predicted value of y (this plot is generated in JMP during the model
fit) show the following:

Whole Model — Actual by Predicted Plot
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Here no clear dependency in the size or balance of the residual is seen. We also plot the
residuals versus x1 and versus X2, to see if there is a factor dependency in the residuals:



x1 Leverage Plot
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In this case, we see a very clear quadratic dependence in the residuals of x/, and
potentially in x2. This strongly suggests adding a second order (squared) term for x/ and
x2.

Part c.
Now we’ll expand our RSM to include all second order terms (both interactions and
quadratic terms):

y= ,Bo + fx, + ﬂzxz + fxx, "':Buxl2 + ﬂnxz2

Our JMP package handles this nicely; we can simply add the interaction of x/ with x2,
and the “interaction” of x/ with x/, and of x2 with x2 to get the quadratic terms to appear.
The resulting model fit is shown below. Note that the earlier estimates do not change; we
have a balanced design so the extra model terms are orthogonal and are just added to the
mode].

Summary of Fit

RSquare 0.992549
RSquare Adj 0.987226
Root Mean Square Error 0.332934
Mean of Response 1.838462

Observations (or Sum Wgts) 13



Analysis of Variance

Source DF Sum of Squares Mean Square F Ratio

Model 5 103.35485 20.6710 186.4851

Ertror 7 0.77592 0.1108 Prob > F

C. Total 12 104.13077 <.0001

Lack Of Fit

Source DF Sum of Squares Mean Square F Ratio

Lack Of Fit 3 0.42391603 0.141305 1.6057

Pure Error 4 0.35200000 0.088000 Prob > F

Total Error 7 0.77591603 0.3214
Max RSq

0.9966

Parameter Estimates

Term Estimate Std Error t Ratio Prob>|tt

Intercept 0.0600005 0.148893 0.40 0.6990

x1&RS 0.9471158 - 0.11771 8.05 <.0001

x2&RS -1.940839 0.11771 -16.49 <.0001

x1*x1 3.0325037 0.12623 24.02 <.0001

x2*x1 0.075 0.166467 0.45 0.6659

x2*x2 -0.142501 0.12623 -1.13 0.2961

Effect Tests

Source Nparm DF Sum of Squares F Ratio Prob > F

x1&RS 1 1 7.176219 64.7409 <.0001

x2&RS 1 1 30.134800 271.8640 <.0001

x1*x1 1 1 63.972517 577.1341 <.0001

x2*x1 1 1 0.022500 0.2030 0.6659

x2*x2 1 1 0.141262 1.2744 0.2961

Our model results are now dramatically improved. The parameter estimate are shown
above, with the x;, x,, and x, terms all highly significant. Interestingly, the intercept term
is no longer significant. The overall R? is now 0.995, an excellent fit. The lack of fit test
is showing no evidence of remaining lack of fit. That is, the Prob > F of 0.32 indicates
that 68% of the time, this ratio would be observed by chance alone.

We also plot below the actual values of y versus the predicted values. Now we see
very tight confidence bounds on the predictions.

Response y — Actual by Predicted Plot
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JMP also produces a “prediction profiler” plot. This essentially shows the impact of
each variable on the output. We see the strong quadratic dependence on xI, and a linear
dependence on x2.

Prediction Prqfiler
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Part d.

In this part, we consider what happens if we were to lose one of our data points due to
some kind of experimental problem. We will eliminate one of the corner factorial points,
experimental run 1. We would expect this to be one of the more painful points to lose
(certainly compared to the center replicates, and even compared to the axial runs), as it is
one of the important indicators for interaction between the factors.

In JMP, we “exclude” row 1, and then rerun our fits. The model results are shown
below; we observe that the parameter estimates change, but not hugely. The biggest
change is in the estimate for x1, as might be expected.

Response y — Actual by Predicted Plot
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Summary of Fit

RSquare 0.994969
RSquare Adj 0.990776
Root Mean Square Error 0.290119
Mean of Response 1.683333

Observations (or Sum Wgts) 12



Analysis of Variance
Source DF
Model! 5
Error 6
C. Total 11

Lack Of Fit

Source D
Lack Of Fit

Pure Error

Total Error

DN

Parameter Estimates
Term

Intercept

x1&RS

X2&RS
(x1-0.08333)*(x1-0.08333)
(x2-0.08333)*(x1-0.08333)
(x2-0.08333)* (x2-0.08333)

Effect Tests
Source Nparm
x1&RS
x2&RS
x1*x1
x2*x1
x2*x2

- b -k =k =

Prediction Profiler

Sum of Squares
99.87165
0.50502
100.37667

Sum of Squares

Mean Square
19.9743
0.0842

Mean Square

0.15301513 0.076508
0.35200000 0.088000
0.50501513
Estimate Std Error
0.0371961 0.130658
1.3791009 0.113913
-2.038021 0.113913
3.0856257 0.113913
0.287486 0.187271
-0.089379 0.113913
DF Sum of Squares F Ratio
1 12.336758 146.5710
1 26.941779 320.0908
1 61.758114 733.7378
1 0.198355 2.3566
1 0.051817 0.6156

7.84712 7

> -0.01771 1

-3.4524

wa

-1.41421 _

0.08333

1.414214 _
-1.41421 |

x1

0.08333

X2

1.414214 _|

F Ratio
237.3117
Prob > F
<.0001

F Ratio
0.8694
Prob > F
0.4858
Max RSq
0.9965

t Ratio
0.28
12.11
-17.89
27.09
1.54
-0.78

Prob > F
<.0001
<.0001
<.0001
0.1757
0.4625

Prob>Itl
0.7855
<.0001
<.0001
<.0001
0.1757
0.4625



