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A=CR = [ ] Independent columns in C

A=LU = [\0} [R} Triangular matrices L and U

A=QR= {ql qn} [k] Orthogonal columns in Q

S=QAQT QT=Q! Orthogonal eigenvectors Sq = Aq

A= XAX~' Eigenvaluesin A  Eigenvectors in X Ax = \x

A=UXVT Diagonal ¥ = Singular values 0 = \/A(AT A)
Orthogonal vectors in UTU = VTV =1 Av = ou
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1 -1 0 2 -1 0
Sg=| —1 2 -1 Sy=| —1 2 -1
0 -1 1 0 -1 2

Q5:[0080 —sinﬂ] A6:|:3 O]

sin 0 cos 0
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Column space of A / All combinations of columns

1 4 5 T 1 4 5!
Ax = |3 2 5 To | =3 |z1+ ]| 2 |22+ | 5 |23
2 1 3 T3 2 1 3

= linear combination of columns of A
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Column space of A / All combinations of columns

1 4 5 T 5
Az =113 2 5 ro | = | 3 |x1+ | 2 |22+ | 5 | 23
2 1 3 T3 2 1 3

= linear combination of columns of A
Column space of A = C(A) = all vectors Ax
= all linear combinations of the columns
R37?
The column space of this example is plane?

line?
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Column space of A / All combinations of columns

1 4 5 T 1 4 5
Ar = |3 2 5 To | =3 |xz1+ ]| 2 |22+ ]| D |23
2 1 3 T3 2 1 3

= linear combination of columns of A
Column space of A = C(A) = all vectors Ax
= all linear combinations of the columns
R3?
The column space of this example is plane?

line?

Answer C(A) = plane
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Basis for the column space / Basis for the row space

1

4
Include column 1 = |: 3

in C Include column 2 = { 2 {inC

2 1

5 1 4
DO NOT INCLUDECOLUMN3 = | 5 | = | 3 | + | 2
IT IS NOT INDEPENDENT 3

1 4 1 0 1 Row rank =
3 2 01 1 column rank =
2 1

r=2

A=CR=

The rows of R are a basis for the row space
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A = CR shows that column rank of A = row rank of A

W

. The r columns of C' are independent (by their construction)

Every column of A is a combination of those r columns (because A=CR)

. The r rows of R are independent (they contain the r by r matrix I)

Every row of A is a combination of those r rows (because A = C'R)
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A = C'R shows that column rank of A = row rank of A

1.
2.

3.
4.

The 7 columns of C' are independent (by their construction)
Every column of A is a combination of those 7 columns (because A=CR)

The 7 rows of R are independent (they contain the r by = matrix I)
Every row of A is a combination of those r rows (because A = C'R)

Key facts

The r columns of C are a basis for the column space of A: dimension r

The r rows of R are a basis for the row space of A: dimension r
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Basis for the column space / Basis for the row space

] 2]
Include column 1 = { 3 Include column 2= | 2
> | B

DO NOT INCLUDE COLUMN 3 = {2] = {§-|+ {é-‘
IT IS NOT INDEPENDENT L J L J L J

Basis has 2 vectors A has rank r =2 n—r=3-2=1
Counting Theorem Az =0 has one solution = (1,1,—1)

There are n — r independent solutions to Ax = 0
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Matrix A with rank 1

If all columns of A are multiples of column 1,
show that all rows of A are multiples of one row

Proof using A = CR
One column v in C = one row w in R

[ w ] _
A= | v = all rows are multiples of w
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A = CR is desirable + A = CR is undesirable —

C has columns directly from A: meaningful +
R turns out to be the row reduced echelon form of A +
Row rank = Column rank is clear: C' = column basis, R = row basis +
C and R could be very ill-conditioned —

If A is invertible then C'= A and R =1: no progress A = AT -
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row 1 0
If Az =0 then : x| =
row m

x is orthogonal

6 to every row of A

Every x in the nullspace of A is orthogonal to the row space of A

Every y in the nullspace of AT is orthogonal to the column space of A

N(A) L C(AT)  N(AT) L C(A)

Dimensions n—r r m—r r

Two pairs of orthogonal subspaces. The dimensions add to n and to m.
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Big Picture of Linear Algebra

dimension
=r

dimension

row space to column space

Axion = b

>

A:I}nu" =0 -~ 900

>

nullspace to 0

dimension
=m-—r

dimension
=n-—r

This is the Big Picture—two subspaces in R"™ and two subspaces in R™.

From row space to column space, A is invertible.
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Multiplying Columns times Rows / Six Factorizations

A = BC = sum of rank-1 matrices (column times row : outer product)

BC = bl b2 . bn :blc’{—i-bgc;—i-”'—kbnc;:

New way to multiply matrices! High level! Row-column is low level !

A=LU A=QR S=QAQT A=XAX"! A=UXVT A=CR
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Elimination on Ax = b Triangular L and U

204+ 3y= T 20+ 3y =17 =2
dor + 7y =15 y=1 y=1

[ 2)[12] (3]

If rows are exchanged then PA = LU : permutation P
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Solve Ax = b by elimination: Factor A = LU

Lower triangular L times upper triangular U

Step 1 Subtract ¢;; times row 1 from row i to produce zeros in column 1

El [rowlofA] 8000
Result A= | "% + g A
o1 0

Step 2 Repeat Step 1 for Ay then Ag then Ay. ..

Step n L is lower triangular and U is upper triangular

1 0 0 0 row 1 of A
A b1 1 0 row 1 of Ay
1 0 00 row 1 of Ag
gnl Eng Eng 1 0 0 0 rowlof An
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Orthogonal Vectors — Matrices — Subspaces

Orthonormal columns g, ...

QTQ =

Q" =

_quf_

_q;f_

U]

x =0

qn

(x+y)'(xz+y) =xTz+y"y RIGHT

TRIANGLE

,q,, of Q: Orthogonal unit vectors

q1

— 43

— q,

a,
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Orthogonal Vectors — Matrices — Subspaces

zly=0 yTz=0 (z+y) ' (z+y)=z"z+yTy RIGHT
TRIANGLE
Orthonormal columns g, ..., q, of Q: Orthogonal unit vectors
— qf — 1 0
1
QTQ: : q - q, | = ) =1,
— g, — 0 1

projection

-1 2
Q—;[ : 1] OrQ-1[QgtA1] @999 =e@




“Orthogonal matrix”

-1 2 2

1

Q= 3 |: 2 -1 2 ] is square. Then QQT =1 and QT = Q!
2 2 -1

If Q1, Q2 are orthogonal matrices, so are Q12 and Q21
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“Orthogonal matrix”

—1 2 2

1

Q= 3 { 2 -1 2 } is square. Then QQT =7 and QT = Q!
2 2 —1

If Q1,Q2 are orthogonal matrices, so are (Q1Q)2 and Q201

1Qz||> = 27QTQx = Tx = ||x||*>  Length is preserved
Eigenvalues of @ Qx = \x 1Qx||?> = |M\?||=||? IA2=1

, | cos@ —sin® A1 = cosf +isind 2 1y 2
Rotation @ = [sin@ cos@] Ay = cosf — isin A =Aef” =1
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Gram-Schmidt Orthogonalize the columns of A

A=QR i1 T2 - Tin
T _ _ Tog - T
Q A=R a, -+ ap, | =1q --- q, 22 2n
T .
q; ap =Tk Tnn

Columns a; to a,, are independent Columns g, to g,, are
orthonormal !
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Gram-Schmidt Orthogonalize the columns of A

A=QR ri1 T2 ¢ Tin
T A o T'oc )
(2 A=R a, --- ap — q, -+ 4q, 22 2n
T . . .
q, ap = T I'nn

Columns a; to a,, are independent Columns g, to g,, are
orthonormal !

a)
Column 1of @ a; =gq;ri; r11 = ||a1]| q:

~ laa]]

Row 1 of R=QTA has 7y, = qfay Subtract (column) (row)

T22 + Ton
A—qi[r1 m2 - rn]=|a - q, .o

Tnn
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Least Squares: Major Applications of A = QR

m > mn m equations Ax = b, n unknowns, minimize ||b— Az||*> =||e||?
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Least Squares: Major Applications of A = QR

m > n m equations Az = b, n unknowns, minimize ||b — Az||* =||e]|?

Normal equations for the best Z : ATe =0 or ATAz = ATb

If A= QR then RTQTQRZ = RTQ"b leads to Rz = Qb
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Least Squares: Major Applications of A = QR
m > n m equations Az = b, n unknowns, minimize ||b — Az||? =||e]||?
Normal equations for the best Z : ATe =0 or ATAz = ATb

If A= QR then RTQTQRZ = RTQ"b leads to RZ = Qb

b

= b — p = error vector

p = projection of b
= AZ in the column space

— CO\Umn S
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S = ST Real Eigenvalues and Orthogonal Eigenvectors

S = ST has orthogonal eigenvectors 2Ty = 0. Important proof.

Start from these facts: | S = \x

Sy=ay N#a« ST =9

How to show orthogonality Ty = 07 Use every fact!

1. Transpose to 7 ST = \zT and use ST = S a;TSy =xly

2. We can also multiply Sy = ay by T

xTSy = axTy
3. Now ATy = axTy. Since A # o, =Ty must be zero
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Eigenvectors of S go into Orthogonal Matrix @

A1
Slay - q,|=|Ma - \a, |=|D *° q,

That says SQ = QA S =QAQ™! =QAQT ‘

S = QAQT isasum \i1q,qi + -+ \.q,q; of rank one matrices
With S = AT A this will lead to the singular values of A
A=UXV7T isasum oyuivl +--- + o,u,v} of rank one matrices

Singular values o1 to o, in X. Singular vectors in U and V
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Eigenvalues and Eigenvectors of A: Not symmetric
A[azl - a:n]:[/\lml - /\nmn} AX = XA

With n independent eigenvectors A = XAX !
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Eigenvalues and Eigenvectors of A: Not symmetric
Al @z, | =] Mz1 -~ Mzy | AX = XA

With n independent eigenvectors A = XA X 1

A? A3, ... have the same eigenvectors as A

A’z = A\x) = M(Az) = Nz Atz = \"x
A? = (XAXT!) (XAX ) =XA°X' A" = XA"X !

A" -0 when A" —0: All || <1
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PROVE : AT A is square, symmetric, nonnegative definite

1. ATA=(nxm)(mxn)=nxn Square
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PROVE : AT A is square, symmetric, nonnegative definite

1. ATA=(nxm)(mxn)=nxn Square

2. (BAT =A"BT (ATA)T = ATATT = ATA Symmetric




PROVE : AT A is square, symmetric, nonnegative definite

1. ATA=mxm)(mxn)=nxn Square

3. S = ST is nonnegative definite IF
EIGENVALUE TEST 1: All eigenvalues > 0 S = \x
ENERGY TEST 2: xTSx >0 for every vector x
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PROVE : AT A is square, symmetric, nonnegative definite

1. ATA=mxm)(mxn)=nxn Square
2. (BA)T =ATB" (ATA)T = ATATT = ATA Symmetric

3. S = ST is nonnegative definite IF
EIGENVALUE TEST 1: All eigenvalues > 0 Sx = \x
ENERGY TEST 2: xtSx >0 for every vector @

| Az|?

TEST 1 IF ATAz = Ax THEN 2TAT Az = AaTa AND )\ = BE

>0

TEST 2 applies to every x, not only eigenvectors
Energy 'Sz = 2T AT Az = (Az)T(Ax) = ||Az||* > 0

Positive definite would have A >0 and zTAxz > 0 for every x #0
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AAT is also symmetric positive semidefinite (or definite)

T
In applications

can be the sample covariance matrix

AAT has the same nonzero eigenvalues as AT A

Fundamental! If AT Az = \x then AAT Az = \Ax

The eigenvector of AAT is Ax (A # 0 leads to Ax # 0)
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SINGULAR VALUE DECOMPOSITION
A=UXVT withUTU =T and VIV =1

AV = UY means

o1
Al vy - v, |=| w - u, and Av; = o;u;
Oy
SINGULAR VALUES 01 > 09> ... > 0, > 0 r = rank of A
A
vT b
PR PR
%Uz }7
1
-
Vv o1u1

U and V are rotations and possible reflections. X stretches circle to ellipse.
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How to choose orthonormal v; in the row space of A7

The v; are eigenvectors of AT A

AT Av; = \jw; = 02v; The v; are orthonormal. Vv =1




How to choose orthonormal v; in the row space of A7

The wv; are eigenvectors of AT A

AT Av; = \v; = af'vi The v; are orthonormal. VTv =1
Av;

o

How to choose u; in the column space? u; =

The u; are orthonormal This is the important step UTU =1
(Aruj)T (Avi) - ’U]TATA’Ui _ 'v;-rafvi 1 =3

o o; 0jo; 0jo; 0 i#y




How to choose orthonormal v; in the row space of A7

The wv; are eigenvectors of AT A

AT Av; = \v; = af'vi The v; are orthonormal. viv =1
Av;

oF)

How to choose u; in the column space? u; =

The u; are orthonormal This is the important step UTU = I
<Avj>T <A'Ui> ’UjTATA’Ui B vaa?'ui 1=

agj a; 0404 0504 0 275]

Full size SVD A=UxVT
mXxXn mxXm nxn

WU,41 to Uy, o Nullspace of AT 71 0

M =
v,41 to v, Nullspace of A 0 or 0
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[3 0 v, [25 20 o [ 9 12
SVDofA_[45] AA_[QO%} AA_[ }

1 =3 [ 35 r [ 11
o[y ] = s v
V10 V2
371 1] 1] 3 -3 30
UlulvlTJrJ?“z”?T:i[?, 3]+§[—1 1]:[4 5]

27/30



Low rank approximation to a big matrix

Start from the SVD A=UxVT = Ulul'lflF 4+ 4 arur'v?
Keep the k largest o1 to oy, A = UlulviF 4+ 4 akuk'v;f
Ay, is the closest rank k matrix to A [|A — Ak|| < ||A — Bgl|
Norms

|All = omax  [|Allr = \/m Ay =01+ -+ 0

28/30



Randomized Numerical Linear Algebra
For very large matrices, randomization has brought a revolution

Example: Multiply AB with Column-row sampling (AS) (ST B)

siu 0 - sip bT
AS= a; az as 0 0 =] 8111 S320a3 and S" B= T
0 s39 532 bg

NOTICE SS7T is not close to I. But we can have
E[SST]=1  E[(AS)(S'B)|= AB

Norm-squared sampling Choose column-row with probabilities
~ ||ail[]16] ]

This choice minimizes the sampling variance
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OCW.MIT.EDU and YouTube

Math 18.06 Introduction to Linear Algebra
Math 18.065 Linear Algebra and Learning from Data

Math 18.06  Linear Algebra for Everyone (New textbook expected in 2021 !I)

math.mit.edu/linearalgebra math.mit.edu/learningfromdata
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https://math.mit.edu/learningfromdata
https://math.mit.edu/linearalgebra
https://OCW.MIT.EDU

MIT OpenCourseWare
https://ocw.mit.edu

Resource: A 2020 Vision of Linear Algebra
Gilbert Strang

The following may not correspond to a particular course on MIT

OpenCourseWare, but has been provided by the author as an individual
learning resource.

For information about citing these materials or our Terms of Use, visit:
https://ocw.mit.edu/terms.




	Blank Page



